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Global News Sources
🗞 Thousands of news sources

🗺 200+ countries

🗣 16 languages

Enriched Content
👥 Entity extraction

💓 Sentiment analysis

📢 Reporting voice

⚠ Provocative content

🗃 Topic category

🫂 Entity relationships

🔀 Translation

📝 Summarization

→ Fully synthetic

Knowledge Base
                         vector database

💬  Chat with the news

📝  Narrative tracking

🕸 Knowledge graphs



Goal

Provide high-quality, real-time, information 
to readers, analysts, and LLMs
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🗞 Ensure journalistic integrity

🧐  In-house Editor in Chief

🖋 AP Style Guidelines
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Entity Relationships



What is an Entity Relationship Graph?

Extracting the key people, organizations, 

locations, products, etc. and identifying 

their relationships

 



Why Entity Relationship Graphs?

Entity relationship graphs enable:

- Graph Database indexing

- Extraction of hidden insights

- Token-optimized information 

passing to LLMs

- Abstract filtering

 



Selecting a base model

Requirements:

- On-premise (open-source)

- Lightweight (high throughput)

- Good base reasoning

- 4k+ context window
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Engineering the dataset

Solution:

Use expensive models, like GPT-4o and Claude-3.5, to build 

high-quality entity-relationship graphs on a representative 

dataset.

 

Problem:
Knowledge graphs are hard to make! How do we build our training 

dataset?



Engineering the dataset

Selecting the data:

1. Geographical diversity
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Quality assurance and 
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Balancing the representation 
of competing perspectives
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Engineering the dataset

Selecting the data:

1. Geographical diversity

2. Linguistic diversity

3. Topic diversity

 

Time window 0 Time window 1

Time window 0Parameter space



Engineering the dataset

Labeling the data:

1. Write high-quality synthetic 

representation

 

https://asknews.app/en/stories/Battle-for-Hama-Intensifies-as-Death-Toll-Surpasses-700-in-Syrian-Conflict



Engineering the dataset

Labeling the data:

1. Write high-quality synthetic 

representation

2. Extract entity-relationship 

graphs with GPT-4o

 

https://asknews.app/en/stories/Battle-for-Hama-Intensifies-as-Death-Toll-Surpasses-700-in-Syrian-Conflict



OpenAI is an American artificial intelligence (AI) 
research organization founded in December 
2015 and headquartered in San Francisco, 
California. Its mission is to develop "safe and 
beneficial" artificial general intelligence..

{
 "nodes": [
         {
             "id": "OpenAI",
             "type": "organization",
             "detailed_type": "ai research organization"
         },
         {
             "id": "San Francisco",
             "type": "location",
             "detailed_type": "city"
         },...
 ],

     "edges": [
         {
             "from": "OpenAI",
             "to": "San Francisco",
             "label": "headquartered in"
         },..
 ]
}

Extracted information

Phi-3-Graph



Fine-tuning

Huggingface transformers

- SFTTrainer for eicient 
supervised training,

- PEFT for parameter-eicient 
fine-tuning,

- QLoRA for quantized low-rank 
adaptation
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Fine-tuning

JSON Similarity - compare to reference model JSON Consistency - account for orphaned edges

Custom metrics



Entity Relationships - Phi-3-Graph

https://asknews.app/en/blog-articles/outperforming-claude-3-5-sonnet-with-phi-3-mini-4k-for-graph-entity-relationship-extraction-tasks



Phi-3-Graph - the good



Phi-3-Graph - the ambiguous



Phi-3-Graph - JSON consistency

57%

100%



Phi-3-Graph - Performance comparison



Phi-3-Graph - Cost comparison



In action



One line of code

from asknews_sdk import AskNewsSDK
ask = AskNewsSDK()
graph = ask.news.build_graph(

    query="Benjamin Netanyahu",
    filter_params={
        "n_articles": 10,
        "hours_back": 24,
        "continents": [“Middle East”]    
    }

)



In Action



In Action



Geographical Coverage
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Event Forecasting

https://asknews.app/en/newsplunker-view/3b7496cd-35eb-4ed3-aeb5-300c6babf3f1



Use-cases

Risk Analysis
Fight against 

Human 
Traicking

Bias Analysis 
and 

Mitigation

Event 
Forecasting

Event monitoring for 
travel in high risk zones

Transit monitoring

AI Forecasting 
Benchmark Tournament



AskNews Discord



Software Developer

● Front-end
● Research
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Large-scale Systems Engineer

● Cluster management
● System architecture
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Software Developer
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Founder/CEO
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